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Abstract

Hith  the  increasing  emergence  of  growp
commnnication applicadions, and the need for more
efficiemt usage of nmerwork  resotrces.  multicast
fechnigues and protocols are becoming more vital in
networks, wand thus need to be given more atiention.
Multicasting vefers to the abilitv to send information to
several receivers af the sume time 1P mudticast and
overiay multicast are two well known approaches that
provide multicast services. Several limitationy found in
1 mudticast are  addressed  in overfay ndricast,
However, implementation of multicast on MPLS shlf
suffers from [P mudticast timitations

This paper proposes a aew protocel. the Qverlay
Multicast Protocol  (OMP), in which the overtay
approach is applied on MPLS networks to improve the

scafubility of multicasting. The detailed operations of

OMP are expluined and a  simuwdation study s

presenied. The reswits show  the  improvement in
W . - : o R

performance when uxing (OMP,

1. Introduction

Due 1o the increasing populurity of the internet and
improved  bandwidth, more group communication
applications have emerged such as content distribution,
teteconlerencing, media streaming. distance lewning.
online  gaming.  and  collaborative  workspaces.
Multicast service is considered an efticient mechinism
10 support these kinds of applications. Multicasting
refers e the ability W send information to several
receivers at the sume time using one 10 many or many
W many models, In the carly phases of multicast.
multicast is iImplemented in the 1P layer and called the
I multicast. 1P multicast has not yet been widely
adopted  due o coneerns  related o scalability,
deployment, and network management.
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To address the issues of 1P multicast serviees, an
alternative approach is proposed which is the overlay
multicast. In this approach, the multicast functions are
implemented at the application layer rather than at the
P Taver. This approach is also called Application
Level Multicast {ALM) In ALM. the multicast tree is
constructed on top ol a virtual network which s
composed ot some nodes,

Alongside. MPLS is an advanced forwarding
scheme that extends routing with respect to packet
furwarding and path controlling. MPLS  addresses
several nelwork issues such as speed, guality-of-
service (QoS) management, and traffic engineering.
Imptementing mubticast on MPLS ulso sulfers from the
scalability problem which imits the concurrent number
ol groups that can be served and the group sives.
Following is a description of both Multicast & MPLS,

.1. Multicast

[P multicast is the first
multicasiing [1]. In any 1" multicast. there is a need (o
maintain a forwarding tree lor each multicast group.
Fach tree requires keeping state inlormation at each
router al that tree. As the number of groups and the
group sizes inerease, the amount ol state information
that must be kept also increases. which in turn Teads 1o

crealed  model of

the scalability problem. Despite the carly invention of

the [P multicast service, it is still tar from being widely
deployed. This is due to several concerns related o
scalability, deployment. network management. and the
lack o appropriate charging models.

The overlay multicast was proposed 1o address the
P muolticast limitations. The overlay 18 a virtual
topology  built above the physical network. It is
composed ol the nodes that are proxics or end hosts
thut need (o participate in the multicast group. The
connections between the nodes are unicast paths and
may go through several routers. There are several
criteria on which overlay multicast cun be elassified.
One of them s the place where the multicast services
arc implemented. Depending on this eriterion. overlay
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multicast can be classified intoe two classes; End
System Multicast (ESM) and Proxy Bascd Multicast
{PBMY 124 In IESML the multcast lunetionalitics shili
from core routers 1o end systems. While in PBM. the
multicast [unctionalities shill from core routers (o
proxies which are called Mullicast Serviee Nodes
(MSNs) While ESM has more {lexibility, it places a
substantial burden on the end systems and does not
scale well in terms of large group sizes [2] As this
rescarch uses PBM. throughoul this paper, any
reference o the term overlay multicast reters to PI3M.

1.2. MPLS

MPELS 15 a technology in which cach MPLS node
n the route between the source and the destination
forwards data packets using a label attached o the
packet. This process is called label switching, The
primary goal of MPLY is (o switch a packet between
routers depending on a small fixed format label rather
than performing a lookup on the destination address,
which requires more time. Currently. MPLS is gaining
more  popularity  and is being used in more
apphications. An MPLS capable router is called a 1abe]
Switching Router (L8R},

The basic operation of an MPLS network iy uy
follows: a label is inserted in a packet header when it
enters the network. At cach hop. the packet is routed
based on the value of the incoming intertace and label.
and dispatched 10 an outwards interlace with o new
label value. The path in which data travels in a network
1s detined by the transition in label values, as the tabel
I3 swapped at each L8R, This path is called the Label
Swilching *ath (LSP} Since the mapping belween
labels 15 constant at cach L8R, the path is determined
by the tmittal labet value (3], Al the ingress to an MPLS
network, each packet is examined 1o determine which
LSP it should usc and, henee, what label to assign o L.
This decision is based on factors including the
destination  address,  the  guality  of  service
requirements, and the current state of the network.

This paper proposes a protocol that applics the
overlay multicust model on MPLS networks, [Lis given
the name Overley Multicast Protocol (OMIP),

The remainder of this paper is organized as
follows: section 2 presents the related work, Section 3
explains the proposed OMP. The methodology used o
evaluale OMP performance is presented in section 4,
The results of the evaluation are discussed i section 3.
And the conclusion is presented in section 6.

2. Related work

A dramework {or IP mualticast deployment in an
MPLS environment is offered by Ooms ¢t al |4] It
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provides o general overview of the issues arising when
MEPLS techniyues are applied to I multicast services.
An approach deseribed in |5) explains how the label
advertisement 1s piggy-backed on multicast routing
messpges using Protocol Independent Multicast (PIM).
Although this approach advertises the labels without
the need for additional contrel messages beyvond those
needed to support the multicast routing, it sutlers from
several disadvantages. 1t is suitable only with sparse
mode  protocols  such  as Protocol  Independent
Multicast-Sparse Mode (PIM-SM) and Core Based
Tree (CBTY which have explicit join messages. The
dense mode protocols such as Protocol Independent
Multicast-Dense Mode (PIM-DM) have no control
messapes W allow the piggy-hbacking. In addition. this
approach suffers from all the limitations of the 1P
multicast mentioned above.

With regards to the scalability problem, the
aggregated multcast is used in 6], which explains the
mmplementation of aggregation on the VPNs that are
built using MPLS. The idea of aggregated multicast iy
that. mstead of constructing a tree for cach individual
multicast group. multiple multicast groups can share a
single aggregated tree W reduce multicast states, With
this scheme i is likely that some routers will reecive
multicast data for which they have no need. thus
reducing the eptimality of the forwarding trecs.

some protocols reduce the forwarding by reducing
the number ol routers necded o store the forwarding
state. For example. ina protocol called MPLS
Multicast Tree (MMT) [7]. only routers that acl as
multicast tree branching node routers for a group need
to keep a lorwarding state for that group. The reduction

obtained from this protocol depends on the spread of

the members, L. if the members are sparse und spread
out. the branching puints are few and the reduction is
high. So, It may be suvitable only for limited
applications such as video conferencing.

Miner et al |8] deseribe the setup ol Point to
MultiPoint  (P2M1P}  and  MultiPoint-to-MultiPoini
{MP2MP) LSPs in MPLS networks. These 1L.SPs arc
referred o as MultiPoint LSPs (MP LSPs). The
solution relies on the Label Distribution  Protocel
(LIIP) wathout requiring a multicast routing protocol in
the network. These MP LSPs are used o apply [P
multicast on MPLS networks. Henee, it suliers trom all
the limitations of 1P multicast mentioned above,

On the other hand. recentdy several overluy
multicast models were introduced such as ALMI |9].
Orvercast [10]. and OMNI [11], The overlay multicast
has several advantages. First, it does not need support
from the network routers which lead 1o casier
deplovment than the JP multicast. Second. the state
information is kept enly in the member proxies rather
than the core network routers which improves the
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scalabtlity m term of the number ot the concurrent
groups, In addition, since overlay mulucast 15 an
application laver, it permits the implementation ol high
[ayer services such as security and aceess control |9,

The Overlay Multicast Protocoe]l (OMPY propused
in this reseurch is targeted 1o solve the scalability
problem.

3. Overlay Multicast Protocol (OMP)

The overlay 18 a virwal topology constructed
above 4 physical network using a set ol devices called
proxies. These proxies are connected to the physical
network  through  access  links. The  conneclions
hetween the proccs are unicast paths, ‘The chients or
the reccivers subscribe to the closest proxies.

The fullowing subsections ilustrate the operations
of the proposed OMI2,

3.1 Group identification

lach multicast group s identitied by a group 1D
which consists ot owner proxy 1P and group number.
The first part is the 11 addeess of the proxy where the
group was injtialized. The second part is a local unique
number at the vwner proxy.

3.2 Session initialization

When a source node wants to distribute duta Lo g
set ol receivers. it must obtain a group 1Y that
identifies the new session trom s proxy. Then i
announces the group W)Y o the receivers through o
method such as email or a URL site,

3.3 Joining the group

When a proxy has one or more clients that request
o join a multicast group. iU sends a join message
towards the owwner proxy, ‘The owner proxy collects the
join requests that have reached belore the beginning of
the session. then, computes the Minimum Spanning
Tree (MST) and distributes the routing inlformation o
the member proxies using response messages.

The response message informs cach member about
its parent and children in the tree. 1 a new proxs wants
Wy join the group during the session. it sends a join
message towards the owner prosy. The owner proxy
connects that new member 1o an existing proxy in the
current M5! and sends the routing information 1o that
member. MST s computed periodically w reilect the
Irequent modilication ol the members.

When the member receives the response moessaae,
it sends 4 comect message to its parent (o establish a
connyetion  belween  them. The  parent returns g
conteci-ack message to the child,

The computation of MST needs the owner proxy
o know the delay between the member proxies. This
knuwledee 15 obtained from the members themselves.
I7ach member measures the delay between its node and
all the other proxies using ping messages. Then the
members send the measurements towards the oawner
using a probe muessage. This process must be repeated
periedically to reflect the change of the paths. With
respect to the first computation of MST, cach member
must add the delay measurements to the join message
when 1t joins the group.

The  connections between  the  proxies  are
bidircetional as the next puragraph will explain, 1he
owner proxy s the administrator ot the group which
means that it is responsible tor the tree building and
maintenance bul docsn™t mean that it is the unigue
source of the data. Any member proxy can send he
multtcast data because MST 15 a shared tree.

MST is similar to the MP2MP [.SP [8] in the
building such that when the leat” members receive the
response messages, they establish both a Jownstream
and an upstream LSP; propagate the request toward
their parents which are transit nodes, Transit nodes
(which are non leal members) support the setup by
propagating the downstream and upstream [.81 setup
wwurd the root and installing the necessary MPLS
torsarding state. The root node instulls o forwarding
state o map trattic into the MP2MP LSP.

3.4 Leaving the group

When a proxy wants to leave the group, it sends o
feave message towards the owner proxy. This happens
when the proxy has no clients that want 10 receive the
multicast data. Bul if this member proxy doesn't
represent a leal node in the tree. it must continue the
forwarding of the muiticast data to its neighbor proxies
untii it stops receiving the response messages from the
owner proxy for a specilied time,

3.5 Tree modification

Due to the trequent joining and leaving during the
session,  the lree may have some nodes that are
conneeled but are not members ot the group. The trec
may also have some nodes that are connected (o a non-
optimal position in the tree because they were added to
the tree atter completion of the MST computation. To
address this problem MST is computed periodically,
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The member who leaves the group must continue to
torward data packets to ils neighbors until it sees that
there are no response messages reaching to it. At that
point. the member will realize that the owner assigned
a nes parent 1o its children. The wating period must
be longer than the response-imerval taking into
aceount the ume needed by the feave and the respoase
messages to travel on the network. A short responye-
interval increases the tree optimality because it retlects
the dynumic changes immediately but it increases the
control overhead. 5o there iy o tradeolt between the
tree optimality and the control overhead,

It is obvious that the owner proxy can {ail during
the sesston. As in [9] multiple back-up nodes of the
owner can be used to make the service tault tolerant.
These back-up nodes must contain all the reguired
information to deliver the service to the receivers such

that they can be in place of the original »wner proxy if

it fails. The addresses of the back-up nodes must be
known 10 the members. The response messages. which
are sent periodically  from the owner. allow  the
members to detect the owner [ailure.

It is clear that there s much work to be done by
the owner proxy tor each session. If a proxy is an
owner ol a large number of sessions. 3Cis preferable 1o
lranster the new requests of establishing multicast
seasions o another proxy which has a fight load. This
can improve the periormance and balance the load
especially when there 1s a high load on the network,

The tree may be also modified due 0 a member
faifure. 1P that member 38 not a lear node. the
connectivity of the tree will be allected. To detect the
muember Gailure. the messages connect and connect-ack
must be sent periodically. When a child member
doesn’t recetve the connect-ack message for a specitic
time taking into account the thme necded by the
messages Lo travel, it deteets that the parent failed. In
this case it must rejoin the group by sending u new join
message towards the owner proxy, I a parent proxy
detects that its child faited. it doesn’t do any (hing but
stop forwarding the data to that child.

In case of a member failure. some ol the packets
are lost in some member proxics. When o member
detects a data loss, and at the same time detects o
neighbor failure, it requests the lost date from the
sender proxy. In this case the failing member is the
proxy who delivers the data Irom the sender. Le. the
member who deteets the data loss but doesn’™ detect a
neighbor fatlure doesn™t request the Jost data. This
reduces the requests that reach 1o the sender. Atter
receiving the lost data. the member who sent the
request sends the Jost data o its neighbors other than
the Tailing onc.

4. OMP performance evaluation

This section provides a performance evaluation of
OMP through simulation. The performance of OMP is
compared o PIM-SM which uses the pigey backing
miethodology 1o assign and distribute labels tound in
[3). The sending periods of PIM-SM control messages
are taken in accordance o the PIM-SM specification
[12]. The sending pertods of OMP control messages
were 5 minutes for ping. probe. and response messages
and 6t sceonds tor connect messages. The simulution
was conducted in a seventy one nodes’ topology
abstracted  from  some real network routes. The
traceroule utility was used to record routes between 18
sites, and then the topology was construeted from the
recorded routes. All the links in the topology were bi-
directional links with a 1 second delay and a cost equal
1o one. The simultion ran the protocols on 1000
concurrent groups. Fowr different group sizes were
used as follows: 230 proups with 10 members, 250
groups  with 30 members, 250 groups with 50
members, and 230 proups with 70 members. The
owner and the members were selected randomly. The
tollowing metrics were used o the simulation,

Average table size of each node: The table size is
the number of forwarding states in a node’s table, First
the total number ol the forwarding stales s computed.
Then, 1t is divided by the number of the wpelogy
nodes 1o obtain the average value.

Total control messages for cach protocol: This
metric presents the total number of the control
messages needed o build the multicast trees,

Average delay of the receiver: The delay of
sending data o a receiver is measured in terms of the
number of physical hops. While cach link has o |
sccond delay. the number of hops represents the delay
in seeonds, To compute this metric. the delay ol each
receiver in the tree is caleulated. Next, the summation
of all the recelvers” delay ol the tree is caleulated. And
finally, the average delay of the receiver of that tree s
caleulated. Then the average is computed in term ot ull
the groups,

Averape cost of each free: The (ree cost is the
number of [Inks of that tree, First the cost of cach tree
15 computed. Then the average is computed by dividing
the cost by the number of trees,

Average stress of the tree links: L.ink stress is the
number of identical copies of & packet carricd by that
fink. Using 1P multicast, cvery link in the network has
a stress ol exactly one and this is the ideal value. Using
OME, there ts o chanee to carry more than one copy of
a packel by a link. The average stress is computed as
Z "+ where L represents all the links of a tree, L

i
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represents the number of the (ree links, s, represents the
stresy of link Lowhere 1 is the link number,

All the metrics take into account only the relation
between the proxies in case of OMP and between the
designated routers in case of PIM-8M. S, the relation
with the clients is excluded.

5. Results and discussion

Figures 1-5 compare the results of the metrics lor
both the PIM-5M and M protocols, It 15 obvious
that OMP provides better performance in term of the
average table size, the total control messages. the
average delay of receiver. and the average ree cost
Howewver. results show that OM provides more stress
than PIM-5M, The difference between the average
table size of PIM-8M and OMP is due to that OMP
stores the routing data enly in the member proxics
rather than all the routers in the path between the
source and the receivers,

The total control messages metrie computes only
the backbone messages and exclude the end hosty
membership  messages  which means  that  conirol
messapes of OMP are determined mainly by the

number ol member proxies. The routers in trees of

PIN-SM are more than the proxies in trees of OMDP,
which results i the difference in the tree maintenance
overhead in the two protocols. The ping messages ure
not attected by the number of the concurrent groups.
Also the periods used for ping. probe, and response

muessages help o improse the control overhead of

OMP. The persistence of the internet routes have been

measured by Paxson [13] who [ound that 91% of

routes are persistent for 10 minutes time seales and
nearly 100% with less time scules, This rescarch used 3
minutes Lime scales.

With regards to the delay, there is a small
difference between the two protocols. PIM-5M builds
shared trees with shortest paths while OMP builds
MSTs. Although 1t s expected that this would lead to
less delays in PIM-SM, it actually doesn’t. This is
because in PIM-SM the shortest paths must go through
RP which is the core of the tree. causing more delays
in PIM-8SM than OMUP, As shown in figure 3, there is

no regular relation between the average delay of

receiver and the group size because the deluy is
averaged with respect 1o cach  reeciver and  the
members are selected at random.
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Figure 3. Average delay of receiver

The tree type butll Jor cach protocol aflects the
average tree cost. The MST, used in OMP, locuses on
building wrees of less costy Hnks,

With respect Lo stress. PIM-SML as any 1P
multicast protocol. achicses the ideal value which is
one packet, OMP, on the other hand. provides stresy
that reaches 1.8 packets in average. In these terms., 1P
multicast protocols are more eflicient in term ol the
resource utilization in the network. This is, however, a
problem that s common among all overlay protocols
and is not specilic to OMP. The problem is caused by
the fuct that when a proxy follows a unicast path to
forward packets (o other prosies. it may receive and
send data over the same link, causing duplicate packets
on links ¢lose to the proxy.
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6. Conclusion

This paper proposed OMP which applies the
overtay service in MPLS networks. OMIP provides a
solution  for multi-sender multicast communication.
The gencral operations of OMIP were explained.
Through simulation resulis, the performance of GMDP
wits  compared o PIM-SM which  applies  piggy
backing to distribute the labels. OMP  achieves
significant improvement of scalability because it stores
the state intormation only in the member proxies. ‘The
simulation  results indicate  that  OMP achicves
reasonahle performance in terms of control overhead,
tree cost, and delay, In addition. the increase ot the
stress value in OMP is relatively fow and reasonably
acceplable especially when focusing on the achieved
benedits and the several limitations it solves that are

found in 1P multicasting such as the difficulty of

deployment and network management.

7. References

] K. O Almeroth, The evolution of multicast: Trom the
MbBuone o interdomain multicast 1o Intemel2 deployment™.
(EEE Nemork, val 14, no 1, pp. 10-20, Jan./Febh. 2004

[2) Y. Zhu, W. Shu and M. Wu, “Approaches to
Establishing Multicast Owverlays™, in procecdingy of [EEE
international Conference an Services Computing, vol 2,
pp-268-2069. Jul, 2005,

The 2nd Intornational Contergnce on Wireless
Broadband and Ultra Widoband Communications (AusWireless 2007)
0-7695-2842-2/07 $25.00 @ 2007 lEEE

[3) E. Rosen. Ao Viswanathan, and R, Cullon, “Multiprotoce]
Label Switching Architectare™ JETF RECI3T. Tan. 2001,

[4] . Qoms. B, Sales, W, Livens, A, Acharyva, F. Grifloul.
and I Ansari, “Overvies ol 1P Multicast in i Multi-Protocol
Label Switchimg (MPLSY Environmem™, {ETF RFCI353.
Aug. 2002,

[5]1 In. Famnaced, Y. Rekhler, and 15 Rosen, “Using PIM (o
distribute MPLS labels for multicast routes”™, JETE buernet
drafi, Now 2000, "work In progress”.

[6] L. Rosen. and R, Apgarwal, “Multicast in MPLS/BCGP [P
VPNsTIETE Internet Draft, May 2005, "work m progress”.

[7]1 A Boudant. and B. Cousin, "A new approach Lo construcl
multicast  trees i mpls nelworks™. In Seventh
Sviposivm on Computers and Commmications, pp.913-919,
Jul. 2002

(8] I Minel, K. Kompella, | Winands, and B, Thomas,
“Label  Dhstribution Protocol  siensions  for  Peintto-
Mullipoint  and  Multipeint-to-Multipuint  Label  Switched
Paths™, FE7F fnternet drafi, lun. 2006, "work in progress”.

[9] D. Pendarakis, S, Shi, D Verma, and M. Waldvogel,
“ALMIE An Application Level Multivest Infrastructure™, in
proceeding of USENLY USTTY, pp.49-60. March 2001

[10] 1. Jannoui. 13 Gifford. K Jobnson, M. Kaashocek and J.
O'Toole Je. "Overcast: Reliable  Multicasting with  an
Overlay Network”, in proceedings of USENIY OSDE ppl97-
212, Ot 2000,

[11]5. Banerjee, C. Kemmareddy, K. Kar, B, Bhattacharjee,
and 5. Khuller. “Construction of an  eflicient  overlay
multicast infrastructure for  realtime  applications™.  in
Proceedings  of IEEE INFOCOM, vol2, pp.1521-1531.
bar/Apr. 2(0)3.

[12] B. Fenner, M. Handley, 11 Holbrook, and 1. Kouvelas,
“Protocol Independent Multicast - Sparse Mode (PIM-5M):
Protocol Speaitication {Revised)'. IETEF fnternet Draft, Oul,
2004 "work in progress”,

[13] V. Paxson, “End-to-Fnd Routing Behavior in the

Internet™. in ACA SIGCOMAL vl 20, nod, pp.23-38, Qo
1 996.

&

fEEE

OMPUTER
SOCIETY



oobBuooH 00p (093UGSS) e lWo Aauanbaly
Ul uonejauod Buisn Janizoay gamn-dl Y €
{epeue) ‘UBMBYDIENSES
40 ANSJBAIUN YUI] UeA yuy pue Buayn
Bly) UCIEIGSIU| UOKD8I8M] 1504 sandepy
pue Jalll4 yole paply aouslaEy buisn
aey buidwes joquig 1B uonIsINbay gaan 2
(UBI| "QIA “1ARCEN "
BZ24|0PQY 1BRG00YD Yauges) suonediddy
AMN 10} $85|Nd pajenpow Bunessuas
10§ BnoUID SOWD slqewwelbolg 1smog Moy i
{ 1 inyBunoy Q) sioAlaasURIE pURGAPIAA BIYM

(e)pu) Tequiniy
1il Jeyled pueuy '|lemlays uniy) NYIWSSIIaapa .
91 'Z08 333) 4o} BulInpayag paseg eI 0SS b
(2llensny ‘SN ‘lleyey
J8 wess3) sanbruyoa | 1s|oaep maN Buisn Jolginuig
Buwiei} iojeiade) 1o} WaISAS UORDIIOIY BANDEISIL| '€
(elensny
‘Asuphg “ABojouusa | Jo Ausieaiun 'Al0IED |32IBY
pU®B O3Z2eYD) uous?Z} siapow ubiseq paidsu-omog 7
{(BIPU] 'NINSVYS 'puBLy
ABIIA "3) 9Ad| Y JUSLLUCIIALT BWOH HEWS (JHS L
{o¥zoeys uouaz ) suonesijddy QAN Pue pueqpeolg

‘oofy ullbueg} anbiuyos] uonosieg

[9A87 SO Ylim SWRISAS ONIN-ONY
PaUIQUIOY 84} JO JUSLWBACICIL| SOUBLLICLS
(erjensny

'0dISD ASIpsH wew pue we abioss

‘sBulljod g uiel ‘ynzng sWiley) uoissiwsueRl |

WQOJO-OWIW 40) uoOS18(] aAld8|eg
{eduoy "Alsiaalun Bualag ‘Buey

unAH) sWalsAg INQJO-OWIW 10y uonewWws]
18840 Acusnbsly Buduwesg pue |enpisay v

}

(enensny
121 OISO ‘Mnzng swlled 4Q) | OWIW

Weoe'z1L-00"LL

suolssag buluzop

yearg aayon

WeeQ | |-0E 0} |

(ellensny "1 ‘0uISO) ong Aer ug :y29ads ajoukay) WeOE 01086
’ ssaJppy Buivadp WEDE 500 6
] aapo pue uonensiboy [ WeND'6— 008
L00Z ysnbny gz ‘Aepsan) |
1l 2[BEMNOBIT W00y 11 8/EMYOR]g WO0Y | I ajEMYOR]g (WoOoYy
I weans jj weans M  weang swlj

L ABQ 92uaiajuon

(ellenasny ‘Wesy sHIoMIaN aA13RI2d00D) XY INIM 2
(elpul ‘P11 SAIDOTONHDIL NOILYDINNWWOD NINSYS ‘2010 01D ‘ADOTONHDIL - Jobeueyy
[B4oUB9 pueuy Aelip *s i) 84NIN4 PUB JUBSBId - SODIABQ |RUIWIRL IO Bulbisw3 JOo 84n1da3iydly T

(wd gL —we g'¢) L00Z ‘LZ }snbny :sjeuoiny

eljensny ‘Asupis ‘unoqueH Bujeq ‘19)0H ezeid umoan

100Z ‘0t — 1z 'Bny

SuoREdIUNWWOY puRGaPIM BIIN PUB puBqpEO.I] SSI3IIA UO 82U3I9JU0D [BUOBUIU |
SUOoISSag Jaded weibolg aousiajuon




800Z SsajaJimsny Je jji} 8Ag pooD

— - D _. Wwdge e-00°E
LUoIssag buiso) pue sazud Jaded 1seg
) yaunT L wdoe'-08°2)
(VLDIN ‘'sepyesg '3 'ysiepy L epnobepen .
d |4 9 N3 N7 'Bueyz 4 yuip-e ]
(enensny ‘AsupAs ‘ABojouyoz ) ) SO g ‘Busq cA ‘Buepas S o A Buey :
Jo Allsiaalun ‘ueiebaselpueg LESEQUINY ‘d SOWD UO JBAIBISUEI| SABAA W
‘PUBLEIEUIEBIEL POYIEY) SLINM U [CQU0D (BllBSNY 'SBIBAA puooeg 484 HOebio e jo ucheluawsiduw] g
1aMod sAldepy JO UOSUBAWOD) BJUBLLCLS4 G yinog map Jo Alsiaaiun 'uen g Buoyuip ‘Sueny (BIRgSNY
{2011 UINOS "SIBH 8104 UIUD LN Uemy) s|suUBey D 1SEIPEDIG BUUSIUY-INY L0 ‘ABUPAG JD AJISISAILM 'DI1S0NA EXUBIY
uensuy '(elensny 'sin) eAuigby uosuyoer 1apodsid ¥oBgpasd JSWIN 10} UoEl0|Y Jamdd G PUB OBYM BLLEY | JUSLLUCHAUT Jo0pU) _
({BOLY YINOS 's1nlsu| exelan) ezoynw asiuag) (1dAD] 'ejeiSON W IWIEG) WRBAG UE Ul SONSHIIDBIBYY [SUUBYD OPEH ZHOI 09  § ;
swyclpy Bunnoy eounos pue J918WEIE lepey Buiddoy Asuanbalrg jo eauewiopad 8y (enensny aauad 101 OYHISD
Gop Buisn 1INV i0) SOIAW ISNI] JO LUeNBWIST | U 1083 SIi pue AlIIGedO.d JIH SU} JO USHEWNST b 'sex015 YBI9T "teyliy uyor MNApeAQ [BA) p
(elgeny IPNES 'NYYY EWEY-y A BAMIY I BOSIW|Y (aoueld 'SHNI/SYY SUQNEIUNWILIOT) SS3R4an IIqeBIo-nInw Jo} _
‘O PUIH} $xuomiaN STdIN Ul Buisesningy “YJISNT Z2IQ [SYdIy DeUaS WINed ONYHZ SIaxI DN SPOIT AXBOLDS SYED PUBT-M b
10 Aljgejeas Buiaoidiy] o} uoinjog pasodold 187 19uIal] By Ul uswabeuew Aliqow pul o} {Uemig] 'ININ 'ung
v {dNO) 0001004 1sE2 N ABPDAD BYL  E PUT J0) BINISOHIUDIY UCREDIUNLULWIOD JUBUSD Y ¢ UNIYS-0Mmr '9o7 ysiyd-1A) Usieunuwo”)
(elensny ‘w1 DiN 'VuBlwUO (uemie] 'Alsianun PUBIIPIA-BRI[ 10} LUORDUN 4 UNON
SNUB WY 'EPEZIIL JILLY pESY 'UEYY REES) Buny Buayn 'Bueyn oA-ueg oey Buaun-Buny pueyg Ylim BuUlUY sjodouoy paiade | ¢ ¢
SHIOMISN LS 55913 PUGAH 104 510203044 1M uBlyS-Bunr) jeuoneN 'SNYAA AN £'51 208 _ fesioy "4 '997 Qunp)
Bunnoy saoeay J0 UosuBdWO) BoURLLIOUSH 7 | J33j Ul 9snay aoeds Uipa Buiuomiey doy-iny 7 | uoIssIwsues sdqg) Jo) SWLoBe QWIN MeU Y
(enensmy (spue|iaylaN ‘Wiag Jo Alsiaaiun (ellessny ABUpAS Jo AIsIsAlUn UBYD onhug
'STEAA LINOG MaN Jo AlIsiaalun 'Asvelen [e2IULDE ] UEYOOXIN UNOCABLUGH 'OJUSUIDSEN m 21180NA Byueg ‘noyz Buopusy?) Buipen
W U0 YBUS UIBSSNH 1BMEZ) 2In08lIydhiy QEQI) UDNEINILWOT) GAAN HOoPIND pue uone|npop sajdepy Buis swalsAg
Buporl ) UCHEDOT PESE]Q (S B Ul SONSS| AUgeisy 7| 16 SauBWIOND aley Ble]-abuey alu) L OWIW o wes Buixsjdiyny N4 Buinaiyoy L
(va1) s|020)01q Jousapu| Burbiawg _(ygy) puegapiam eilin - (elessny ‘LD] OHISD ‘JWIAaG BAQ SN [l OWIN |  wegezL-00L)
suoIssag bululop
. B HEaIg 8840 _ -1 WeQg | L-02 01
{elensny ‘Asupig jo Ausssalun ‘BunasumBug [e31n29|3) 01192NA BYURIg 'JO1d :ydaads ajoukay Weso 0L—00'6
- 88,107 pue uonelsiBay J Weno's —00'e |
L00Z ‘Isnbny g ‘Aepsany| i
1 8inemyorlg [tooy } oeMyoBIg (LIGOY “ | BHEMYORIg W00y @
Hit ureaf) s §j weans : j iapadlg ; 2Lt}

¢ Aeq aosuaiajuon



